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A B S T R A C T   

Optimization of sensor placement (OSP) is one of the important steps in structural health 
monitoring to reduce the instrumentation cost, and improve damage detection. Although modal 
analysis is an optional intermediate process in terms of damage detection, conventional OSP 
methods for damage detection are mostly dependent on mode shapes. In this case, the sensor 
placement and damage detection are highly relying on the accuracy of modal analysis, and the 
results may not be adapted to different type of excitations. In this article, a novel noise-assisted 
neural network with attention mechanism is proposed based on the above challenges. This 
method which can be used to optimize sensor placement in an unsupervised and data-driven 
manner, is verified using a dataset simulated from the ASCE benchmark and an experimental 
dataset obtained from shake table tests. The results from the simulated dataset show that the 
percentage of the sensors that could be removed are higher than the conventional effective in-
dependence (EFI) method, with a highest of 62.5% for cases with low noise levels. In the 
meantime, the occurrence and the level of damage can still be well detected with a reduced 
number of sensors. Most importantly, in the proposed approach the optimal sensor placement 
configurations can be determined adaptively to account for different forms of excitations and 
noise levels, which is impossible for conventional model-driven methods. The results obtained 
from the experimental dataset show that the proposed method is also effective for real-world 
applications. As a result, the proposed data-driven OSP method skips the conventional model 
analysis process and directly focuses on the sensor arrangement that enables accurate detection of 
damage. It also has the potential for application in related fields, such as the monitoring of 
aerospace and mechanical infrastructures.   

1. Introduction 

To ensure safety and reliability of civil structures, inspections should be conducted periodically to evaluate their conditions. 
Conventionally, inspections are conducted on site by technicians. With the rapid increase of the number of critical civil structures, the 
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demand for inspections is also increasing. With the development of data acquisition, storage and analysis techniques, AI (artificial 
intelligence)-powered structural health monitoring (SHM) systems are more widely investigated and implemented [1,2]. 

Traditionally, SHM is referred to as the process of implementing a damage identification strategy for aerospace, civil, and me-
chanical infrastructures [3]. Vibration-based damage detection approaches are among the earliest SHM techniques, which use 
vibrational data such as acceleration to assess the structural condition. Nowadays, with the implementation of machine learning 
techniques, vibration-based approaches can be considered in two different categories, namely the model-driven and data-driven 
approaches. The model-driven approaches cover most of the conventional methods that detect damage by monitoring the damage- 
sensitive features constructed by modal parameters, including modal assurance criterion (MAC) [4], coordinate modal assurance 
criterion (COMAC) [5], modal curvature [6,7], modal flexibility [8], modal strain energy [9], etc. While the damage-sensitive features 
monitored by model-driven methods are hand-crafted according to physical laws, damage-sensitive features monitored by the data- 
driven methods are automatically constructed by using historical data, and therefore they have no explicit physical meaning. 
Typical data-driven damage detection are realized by training a classifier represented by support vector machine [10–14], random 
forest [15–18], multi-layer perceptron [19–22], convolutional neural networks [23–27], deep believe networks [28,29]. Due to the 
requirement of labeled data during training, these classifier-based methods are considered as supervised. However, despite the 
effectiveness of supervised methods in numerical simulation, their feasibility is largely limited due to the lack of data from the actual 
damaged civil structures [30]. Therefore, some unsupervised methods [31–36] were developed. These unsupervised methods need to 
be trained with healthy data only, which makes them more suitable for real-world applications. 

The optimization of sensor placement (OSP) is one of the important procedures in both model-driven and data-driven SHM, which 
can be described as a combination of optimization problem [37]: “given a set of n candidate positions, finding m positions, where m ≤
n, which could maximize or minimize the value of the proposed evaluation criterion for the sensor configuration”. There are three main 
reasons [38] why the OSP is important:  

1) To improve the performance of SHM system by selecting the sensor locations that are most sensitive to damage, and minimize 
irrelevant or redundant data.  

2) To reduce the instrumentation cost by optimizing number of sensors.  
3) To decrease SHM system operating costs, such as data management and energy consumption. 

For vibration-based SHM, current OSP methods are mostly model driven, which aim to optimize a hand-crafted cost function 
related to the mode shapes. One of the earliest OSP methods is effective independence (EFI) that optimizes sensor locations by 
maximizing the determinant of Fisher information matrix (FIM) [39,40]. However, since EFI-based methods are prone to noise, several 
alternatives have been proposed. In these methods, the cost functions designed for optimization include modal kinetic energy dis-
tribution [41], information entropy [42], MAC [4,43], singular value decomposition ratio (SVDR) [38], etc. Apart from the con-
ventional approaches, some recent researches start considering the influence of uncertain factors such as the actual load cases and 
structural responses [44], potential damage scenarios [45]. In addition to its application in civil engineering, the OSP is also applied to 
various research fields, such as robotics [46], fluid dynamics [47,48], and plant sensing [49]. Despite the achievements of existing 
methods, there are three main problems remained:  

1) Although modal analysis is an optional intermediate process in terms of damage detection, conventional model-driven OSP 
methods in damage detection highly rely on the modal parameters calculated by experimental or numerical approaches, making 
the accuracy of modal analysis extremely important. However, experimental modal analysis methods are sensitive to noise. For the 
numerical methods, accurate material information and boundary conditions of structural components are difficult to obtain.  

2) The OSP schemes are not only related to the structure itself, but also the type of excitations and the quality of data. Conventional 
methods normally assume that the structure is subjected to known excitation and the dynamic response is perfectly collected. 
However, the actual excitation is usually not exactly the same as assumed, and the quality of the recorded data is affected by the 
noise and the condition of data collection systems.  

3) Currently, all mentioned OSP methods are model-driven and only applicable for damage detection based on modal parameters. To 
the best of the authors’ knowledge there is no investigation that focuses on the data-driven OSP methods applicable for unsu-
pervised data-driven damage detection. 

Based on these considerations, this paper aims to develop a novel data-driven OSP method for unsupervised damage detection, 
which skips the model analysis process and directly focuses on the sensor arrangement that enables accurate detection of damage. For 
this purpose, a new type of neural networks combining the concept of noise-assisted analysis and neural networks with attention 
mechanism is proposed; thence it is referred to as NANNAM (noise-assisted neural networks with attention mechanism). The noise- 
assisted approach allows for measuring the relative contribution of data obtained from candidate positions compared to the artifi-
cial noise. The attention mechanism forces the neural networks to pay more attention to the data obtained from important positions, 
which helps select optimal sensor positions in an unsupervised and data-driven manner. 

One of the advantages of the proposed method is purely data-driven, as a result, no physical information or modal analysis is 
required. More importantly the selected optimal sensor positions are automatically adjusted according to the type of excitations and 
the quality of data. The number of sensors will be automatically increased with an increase in the noise levels to provide redundancy, 
and more sensors will be arranged around the positions where excitations are applied. For structures to be monitored, this method can 
provide guidance on the minimum number, and the optimal locations of sensors. For structures already instrumented with sensors, this 
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method can be used to identify important data channels to reduce the computational cost, and eliminate the irrelevant or noisy data 
channels. In addition to civil engineering, the proposed method also has the potential for application in related fields, such as the 
monitoring of aerospace and mechanical infrastructures. 

The rest of the paper is organized as follows: Section 2 introduces related works including channel importance measurement and 
noise-assisted analysis. Section 3 describes the architecture and training algorithm of the proposed NANNAM. Section 4 and Section 5 
present the test results for the simulated International Association for Structural Control–American Society of Civil Engineering (IASC- 
ASCE) Benchmark dataset and University of California, San Diego (UCSD) shake table dataset, respectively. Finally, the discussion and 
conclusions are presented in Section 6 and Section 7. All of the algorithms investigated in this paper are implemented using Pytorch 
[50]. 

2. Literature review 

2.1. Channel importance measurement 

For data-driven damage detection methods, the OSP problem requires accurate assessment of the importance of input channels. In 
machine learning, the neural networks are trained to pay more attention to the important input data channels which is also known as 
the attention mechanism. Once the importance of input channels is calculated, data channels with higher importance measurement are 
considered as the optimal solution for the sensor placement. Data-driven channel importance measurement methods for neural net-
works can be summarized in three main categories as follows:  

1) Channel importance measurement directly calculated by weights. In a neural network with fully connected layers, the neurons 
embedded in the input layer and the first hidden layer are connected by weights and biases. The absolute values of weights reflect 
the contribution and importance of input layer neurons to the hidden layer neurons. For convolutional layers, the neurons 
embedded in the input layer and the first hidden layer are connected by convolutional kernels. The absolute values of elements in 
the kernels can reflect the contribution and importance of the input channels. Therefore, the weights of neural networks can be 
directly used to calculate the channel importance measurement. For example, pruning of the neural networks results in the removal 
of the irrelevant and redundant features and weights without influencing the loss function, thus the absolute values of weights are 
commonly used for removing less important neurons and connections during structured [51–53] and unstructured pruning 
[54–56]. Another feasible channel importance measurement is the gradient-based quantities [57,58] calculated by using the 
weights where input channels with lower mean gradient are removed during pruning.  

2) Channel importance measurement by factors tuned during training. To automatically quantify the importance of the channels 
by neural networks themselves, trainable scaling factors [59], also known as gate[60] or gain [61], are introduced to the networks. 
In this approach, the input channels or neurons are multiplied by trainable scaling factors before they are connected to the next 
layer. During training, with sparsity regularization imposed on the scaling factors the values of the scaling factors are determined 
by suppressing the output of the channels with a small scaling factor as they are considered as redundant or irrelevant. Another 
typical example is class active mapping in computer vision, where the trainable combination coefficients after global average 
pooling layer are used to represent the contribution and importance of input image channels [62].  

3) Channel importance measurement represented by a sub-network. For the cases when the scaling factors are dependent on the 
input, the channel importance varies for different input. Thus, fixed factors are no longer applicable and the channel importance 
should be measured by a sub-network connected to the input. This approach is adopted by some image processing [63] and natural 
language processing [64] methods to have the model automatically pay more attention to the important channels, pixels, and 
words. 

The abovementioned channel importance measurements are all relative quantities making it difficult to select proper thresholds for 
pruning unimportant channels. To address this challenge the noise-assisted analysis is introduced as described next. 

2.2. Noise-assisted analysis 

In most cases noise is considered a source of disturbance for data analysis, however sometimes data analysis is assisted by the 
introduction of artificial noise. There are four well-known noise-assisted applications in data analysis, as follows:  

1) Adding noise to amplify weak data components. A typical example under this category is the stochastic resonance method 
[65,66], which uses noise to help amplify weak periodic or quasi-periodic data components.  

2) Adding noise to suppress disturbing data components. In EESD (ensemble empirical mode decomposition) [67] white-noise is 
used as a background to help data components of different scales to be decomposed into the proper IMFs (intrinsic mode functions). 
Subsequently the added white-noise is automatically canceled by averaging the ensemble. This noise-assisted approach relieves the 
mode-mixing problem in EMD (empirical mode decomposition) [68].  

3) Adding noise to test the anti-noise ability of algorithms. Unlike numerical simulations, real-world data obtained by sensors is 
often distorted by unavoidable noise, which poses challenges for the performance of data processing algorithms. To test and 
evaluate them, artificial white noise is normally added to the dataset when conducting numerical experiments. 
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4) Using white noise as a source of randomness. For generative models like GAN (generative adversarial networks)[69], artificial 
white noise is fed into the input layer and then filtered by the neural networks to generate fake data that resembles the training 
target. Another application under this category is the Monte Carlo simulation [70,71], where white noise is used during the 
sampling of random parameters. 

In this paper, the artificial white noise is used to assist data analysis in a new novel way. Since the channel importance mea-
surements is a relative quantity, it is difficult to determine the threshold for channel pruning if there is no channel with known actual 
importance or contribution as a reference. Fortunately, the contribution of the noise channel is a priori information. By comparing the 
channel importance measurements of data channels and the noise channel, the relative contribution of data channels can be evaluated. 

3. Noise-assisted neural networks with attention mechanism (NANNAM) 

3.1. Unsupervised damage detection 

The proposed OSP method is developed for the unsupervised damage detection, which detects structural damage by training with 
healthy monitoring data only. The unsupervised damage detection is composed of two main phases, namely the statistical modeling 
and decision-making [30]. 

During the statistical modeling phase damage-sensitive features are extracted using equation (1). Where ε(k) is the extracted 
damage-sensitive feature; x(k) is the measured acceleration response at time instant k; Eθ0 (⋅) is the predictive function represented by 
neural networks, which calculates the expected acceleration response at time instant k by observing the data from recent p instants; 
θ0 is a vector containing parameters of the predictive function; Xk− 1

k− p = {x(k − 1), x(k − 2),⋯, x(k − p)} is a set of acceleration response 
within a moving window of length p. 

ε(k) = x(k) − Eθ0

(
x(k)|Xk− 1

k− p

)
(1) 

During the decision-making phase deep support vector domain description (DSVDD) is used to make decisions on the damage 
condition of the monitored structure based on the damage-sensitive features extracted during the first phase. The DSVDD maps low- 
dimensional features into a high-dimensional space, where the features from healthy data cluster within a minimal hypersphere. This 
hypersphere can be calculated by optimizing the equation (2). 

min
R,ω

R2 +
1

νns

∑ns

i=1
max

{
0, ‖Φ(εi|ω) − a ‖2

− R2
}
+

λ
2
∑

i
‖ωi‖

2
F (2)  

where R is the radius of the hypersphere; ν ∈ (0,1) is a hyper-parameter controls the trade-off between the volume of the hypersphere 
and the violations of the boundary; ns is the total number of training samples; Φ(•|ω) is the mapping function calculated by a neural 
network with unknown parameter ω; a is the center coordinate of the hypersphere; λ > 0 is a weight decay regularizer on the network 
parameters; ||•||F denotes the Frobenius norm. The condition of the monitored structure can then be determined by equation (3). 
Where Runk is the distance between the features of unknow data and the center of the hypersphere; εunk is the feature calculated from 
the unknown data. 

condition =

{
healthy, if Runk⩽R

unhealthy, if Runk > R (3)  

where 

Runk =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

‖Φ(εunk|ω) − a ‖2
√

(4) 

To evaluate true-positives and false-positives, MAD (mean alarm density) and MFAD (mean false alarm density) were adopted 
respectively, as presented in equation (5) and equation (6). 

MAD =

∑Ns
i=1H

(
Rd

i − R
)

Ns
(5)  

MFAD =

∑Ns
i=1H

(
Ru

i − R
)

Ns
(6)  

where Ns is the number of samples in the investigated testing fragment; H(•) is the Heaviside function; Rd i is the distance between the 
i-th feature calculated from the damaged testing data and the center of the hypersphere; Ru i is the distance between the i-th feature 
calculated from the undamaged testing data and the center of the hypersphere. The MAD is also adopted as a measurement of damage 
degree. 
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3.2. The architecture of NANNAM 

The predictive function Eθ0 (⋅) in equation (1) is an important element of unsupervised damage detection, which is described by a 
neural network called NANNAM in this article. The most important innovation of this work lies in the proposal of NANNAM and its 
training algorithm that enables not only unsupervised damage detection but also data-driven OSP. It enables the sensor positions 
adaptive to various excitation forms and noise levels, which is currently impossible for conventional modal-driven methods. 

The basic architecture of NANNAM is composed of an input layer with added artificial noise, trainable channel importance factors 
(CIFs), two inception layers, a flatten layer and an output layer, as illustrated in Fig. 1. 

The added artificial white noise is the first difference between the proposed NANNAM and normal artificial neural networks. Each 
time when a data fragment is extracted by a moving window, a series of artificial white noise is generated and added to the data 
fragment as a new channel. The RMS (root mean square) of the artificial white noise equals to the maximum RMS of the other data 
channels. This process is essential for the evaluation of the relative contribution of each channel. If the contribution measurement of a 
certain channel is not significantly higher than the white noise channel, then this channel can be safely pruned without significantly 
affecting the output. Another difference between the proposed NANNAM and normal neural networks is the trainable CIFs, which are 
used to measure the contribution of each channel. This is a pure data-driven process and the CIFs are completely learned from data 
itself. The scaled input in the first part of Fig. 1 can be expressed by 

SI(n) =

⎛

⎜
⎜
⎜
⎜
⎝

CIF1x1(n)
CIF2x2(n)
CIF3x3(n)
CIF4x4(n)
CIFwW(n)

⎞

⎟
⎟
⎟
⎟
⎠
, n = 1, 2, 3,⋯, p (7)  

where SI(n) is the element of scaled input at n-th time instant; CIFi and CIFw are the CIFs of the i-th data channel and the white noise 
channel respectively; xi(n) and W(n) is the n-th element of the i-th data channel and the added white noise channel; p is the length of the 
moving window. 

The scaled input is then processed by two inception layers, which are proposed and used in the GoogLeNet [72]. The main idea of 
inception layer is to find an optimal local sparse structure for a convolutional neural network, which allows for increasing the depth 
and width of the network while maintaining the computational efficiency. The inception layer used here is composed of 11 1D-CNN 
layers with different kernel size and LReLU (leaky rectified linear unit) [73] activation functions. The output of inception layer can be 
expressed by 

IL(n,m) = fa

(
∑n+km

v=n− km

∑5

c=1
K(m)(v, c)SI(v, c)

)

n = 1, 2, 3,⋯, p;m = 1, 2, 3,⋯, 11
(8)  

where IL(n, m) is the output of inception layer; fa(•) is the LReLU activation function; km is the radius of m-th kernel, which is 0, 1, 1, 2, 
2, 3, 3, 4, 4, 5, 5, respectively for each of the 11 kernels; K(m)(v, c) is the element of m-th kernel at v-th instant and c-th channel. A flatten 
layer is then connected to the second inception layer so that the two-dimensional tensor can be ready as the input for the following fully 
connected layer. 

The statistical characteristics of response obtained from the same floor are normally similar, which means these data is sparse and 
the number of parameters in the neural networks can be further reduced. Hence, for cases when several sensors are instrumented on the 
same floor, the NANNAM with grouped input is developed here to process data in groups. As illustrated in Fig. 2, the data obtained 

Fig. 1. Basic architecture of the proposed NANNAM (Noise-assisted neural networks with attention mechanism).  
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from each floor is first organized in groups, then each group of the data is respectively connected to the NANNAM and processed in 
parallel. In this case, the RMS of the artificial white noise equals to the maximum RMS of the data channels within the group. 

3.3. Preprocessing of the input data 

Data preprocessing is an important procedure before training. There are two steps used for data preprocessing, namely the baseline 
adjustment and standardization. The baseline adjustment is meant to remove the trend introduced during measurement to ensure the 
input data is zero-centered, which is especially important for real-world data. The standardization aims to make the dataset internally 
consistent by scaling the data with a factor. Since the relative amplitude of the data from different channels is related by the structural 
damage condition, the information of the relative amplitude should be retained during standardization. Hence, the standardization for 
NANNAM is conducted by scaling the data from all channels with the same factor, as described in equation (9). 

x′
i =

xi

max
j

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
N

∑

n
xj(n)2

√ (9)  

where xi and xi’ are the data from i-th channel before and after standardization respectively; the denominator is the maximum RMS of 
data among all channels. 

3.4. The training algorithm of NANNAM 

For NANNAM, the trainable CIFs and other network parameters should be trained simultaneously. However, to obtain stable results 
a warm-up process is introduced to the training algorithm, as shown in Fig. 3. The training algorithm of NANNAM is therefore 
composed of two main blocks, namely training algorithm I for warm-up and training algorithm II, which are illustrated in detail in 
Fig. 4. 

During the warm-up stage when the training algorithm I shown in Fig. 4a is used, the CIFs are fixed to 1 and temporarily 
untrainable. Then the other network parameters are tuned by the backpropagation [74,75] of training loss TL2, which can be expressed 
by: 

TL = TL2 =
∑

n

∑4

i=1
(yi(n) − ŷi(n) )2

+ γ2

∑
w (10)  

where yi(n) and ŷi(n) are the measured and predicted acceleration response for i-th channel at n-th instant; γ2 is the weight decay for 
network parameters; w is a vector of trainable network parameters. Each time the validation loss VL is less than the minimum previous 
validation loss PVL, the model is saved. Until the training epoch N0 is higher than P0, the warm-up process is then finished. 

In training algorithm II, the CIFs and network parameters start to be trained simultaneously. The training loss at this stage is 
calculated by 

TL = TL1 + TL2

TL1 =
γ1

2π arctan

(
∑4

i=1
CIFi + CIFw

)
(11) 

Fig. 2. Architecture of the NANNAM (Noise-assisted neural networks with attention mechanism) with grouped input.  
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where TL2 is the training loss of network parameters that already described in equation (10); γ1 is the weight decay for CIFs, and a 
higher value of γ1 means fewer channels will be selected; CIFi and CIFw are the CIFs of the i-th data channel and the white noise channel 
respectively. The arctangent function is equivalent to the activation function for TL1, which is essential for the selection of optimal 
sensor positions by suppressing CIFs with low values. Using the backpropagation, the CIFs and network parameters are trained 
respectively with dynamic learning rates. When the validation loss has not decreased for P3 successive epochs, the training algorithm II 
is finished. 

After two stages of training, the loop in Fig. 3 will be terminated when no channels are left to be pruned without affecting the 
output. The training parameters used in the algorithm are suggested in the Table 1. 

4. Verification using the benchmark dataset 

In this section, the proposed method is verified on the benchmark dataset. The conventional and widely-used EFI [40] is adopted as 
a comparison. This method reduces the number of sensors by removing low-ranked sensor locations iteratively. The importance of the 
sensor locations is measured by the diagonal of a matrix ED calculated from mode shapes, as presented in equation (12). 

ED = Φ
[
ΦTΦ

]− 1ΦT (12)  

where Φ is the matrix of mode shapes partitioned to the candidate sensor locations. The optimal sensor positions calculated by the 
proposed method are presented in Fig. 9 and Fig. 10. 

4.1. The benchmark dataset 

The benchmark dataset is simulated from a four-story two-bay by two-bay steel frame (illustrated in Fig. 5a) developed by IASC 
(International Association for Structural Control) and ASCE (American Society of Civil Engineering) [76]. Each floor has a 2.5 m × 2.5 
m plan and is 0.9 m tall. The floor slab of analytical model is assumed to be rigid, and the mass of each floor is condensed at the central 
nodes. Therefore, the analytical model has 12 degrees of freedom. 

There are four slabs on each floor. Normally the mass of slabs on each floor is set as the same to obtain a simple symmetric structure, 

Fig. 3. The training algorithm of NANNAM.  
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but damage detection may become easier for asymmetric damage patterns due to the unexpected rotational response [30]. In this 
study, a more complexed asymmetric case is considered: four 800 kg slabs on the first floor, four 600 kg slabs on the each of second and 
third floors, three 400 kg slabs and one 550 kg slab on the fourth floor. 

4.2. Six damage patterns 

As shown in Fig. 5b through 5 g, there are six damage patterns predefined for the benchmark structure simulated by reducing the 

Fig. 4. Two blocks of training algorithms for two stages.  

Table 1 
Suggested values of training parameters.  

Parameter algorithm I algorithm II Pruning loop         

P0 γ2 P1 P2 P3  R1  R2 γ1 λ μ 
Value 10 10-3 2 4 10  0.3  0.3 10-3 10 0.05  
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stiffness of certain number of braces. In damage pattern 1 (DP1), the stiffness of two braces on each floor is reduced by 100 %. In 
damage pattern 2 (DP2), the stiffness of two braces on each of the first, second and third floor is reduced by 100 %. In damage pattern 3 
(DP3), the stiffness of two braces on each of the first and second floor is reduced by 100 %. In damage pattern 4 (DP4), the stiffness of 
two braces on the first floor is reduced by 100 %. In damage pattern 5 (DP5), the stiffness of one brace on the first floor is reduced by 
100 %. In damage pattern 6 (DP6), the stiffness of one brace on the first floor is reduced by 1/3. 

Structural damage reduces inter-story stiffness, and thereby alters the modal characteristics. The first five modal frequencies and 
their percentage changes after damage are presented in Table 2. As revealed by the mean percentage change of the first five modal 
frequencies, the severity of six damage patterns can be sorted in a descending order, i.e., DP1 > DP2 > DP3 > DP4 > DP5 > DP6. The 
mean percentage change in DP 6 is only 4.1 %, which poses a challenge to the damage detection under high noise. 

4.3. Two loading cases 

To test the influence of different loading conditions on the OSP results, two loading cases are defined. 
Loading case 1 (loading at the roof level): for the first loading case, excitations are applied to the center of the roof, which can be 

represented by equation (13). Where F1,x and F1,y are the forces applied to the x and y directions respectively; M1 is the magnitude of 
generated forces; FG is a set of time series sampled from the standard Gaussian process. 

[
F1,x
F1,y

]

= M1FG

[
1
− 1

]

(13) 

Loading case 2 (loading at all stories): for the second loading case, excitations are generated by ambient environmental forces 
applied to each floor. In this case, the forces can be represented by equation (14). Where F2,x and F2,y are vectors of the forces applied to 
each floor in the x and y directions respectively; M2 is the magnitude of generated forces; FG,i,x and FG,i,y are source ambient forces for 
the i-th (i = 1, 2, 3, 4) floor in the x and y directions, independently sampled from the standard Gaussian process. 

Fig. 5. (a) The benchmark structure and (b)~(g) six damage patterns.  

Table 2 
The first five modal frequencies of DP0 and percentage changes after damage.  

Direction DP0 (Hz) DP1 DP2 DP3 DP4 DP5 DP6 

x  9.29  − 10.6 %  − 10.3 %  − 8.8 %  − 5.5 %  − 5.4 %  − 1.5 % 
y  11.64  − 7.2 %  − 7.0 %  − 5.9 %  − 3.6 %  0.0 %  0.0 % 
Rotational  16.19  − 7.3 %  − 7.2 %  − 6.5 %  − 4.6 %  − 2.4 %  − 0.7 % 
x  25.27  − 10.6 %  − 8.9 %  − 4.6 %  − 3.6 %  − 3.6 %  − 1.1 % 
y  38.26  –23.2 %  –22.1 %  − 19.7 %  − 19.3 %  − 17.2 %  − 17.2 % 
Mean percentage change  − 11.8 %  − 11.1 %  − 9.1 %  − 7.3 %  − 5.7 %  − 4.1 %  
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[
F2,x
F2,y

]

= M2

[
FG,1,x FG,2,x FG,3,x FG,4,x
FG,1,y FG,2,y FG,3,y FG,4,y

]

(14) 

The dynamic response at locations of interest can be measured by sensors, but the input excitations from these two loading cases are 
assumed to be unknown. This means that the damage detection and OSP must be conducted in an output-only condition. 

4.4. Data generation and splitting 

Acceleration response at certain nodes is recorded by 16 sensors, as illustrated in Fig. 6. The collected acceleration data is used for 
the training, validation, and testing of neural networks. 

To simulate the real-world conditions and evaluate the anti-noise ability of the proposed method, white noise with levels of 0 % 
~20 % is added to the collected acceleration data using the equation (15). 

yi(t) = ηε(t)max
i

⎧
⎨

⎩

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∫ t2
t1

x2
i (t)dt

t2 − t1

√ ⎫
⎬

⎭
+ xi(t) (15)  

Where yi(t) and xi(t) (i = 1, 2, ⋯, 16) is the i-th channel data with and without noise respectively; η is the noise level, which is set as 0 %, 
2 %, 4 %, 6 %, 8 %, 10 %, 20 %; ε(t) is a time series subject to standard normal distribution; t1 and t2 are the start time and end time of 
the selected data fragment. 

As presented in Table 3, three fragments of acceleration data are simulated from the undamaged structure for training, validation, 
and testing. Six fragments of acceleration data for six damage patterns are generated for testing. The duration of each fragment is 1 h, 
and the sampling frequency is 20 Hz. 

4.5. Window size selection 

Window size is an important hyper-parameter that should be determined before model training. Window size determines the length 
of data inspected by the algorithm at each step. An over-estimated window size will reduce the computational efficiency and accuracy 
by including redundant information, while an under-estimated window size will reduce the accuracy by neglecting useful information 
[30]. The optimal window size is also related to the noise level and excitations, which are difficult to be identified for real-world 
situation. Therefore, a window size determination method for the proposed model is presented in this section. 

The optimal window size is determined as the length of data that contains just enough information, and thus ensures both accuracy 
and efficiency of the algorithm. To obtain the optimal window size, an enumeration-based strategy is adopted. The candidate window 
sizes are first discretized within the range 100, then the RMSE (root mean square error) between the predicted and measured ac-
celeration response is obtained for each case. The optimal window size is selected when the trend of RMSE stops decreasing based on 
the fact that the prediction error reflects the information from the input data that can be exploited. Similar approaches can be found in 
the model-order selection for the auto-regressive analysis of time series [77]. 

For widow size selection, to improve the efficiency of enumeration, the NANNAM is first reduced to a normal neural network by 
removing the introduced artificial white noise channel and CIFs, and then the reduced model is trained on the reduced dataset, i.e., the 
data amount is reduced to 1/3 of the fragment defined above. 

For the first loading case (loading at the roof level only), with acceleration response from different floors as the prediction target, 
the RMSE corresponding to each window size under various noise levels are presented in Fig. 7. As can be seen, the RMSEs are 
decreasing when more information is included into the input with the increase of window size. However, in some cases when the 
window size is large the RMSEs are instead increasing, revealing the negative effects of redundant and irrelevant information intro-
duced by an over-estimated window. With increasing noise level, the optimal window size is increasing, indicating that for data with 
low SNRs (signal-to-noise ratios) the negative effects of noise can be alleviated by including more data using a larger window. 
Therefore, to obtain a low value of RMSE with low computational cost, the optimal window size is selected once the trend of RMSE 

Fig. 6. Sensor layout at each story (taken from [30]).  
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stops decreasing, as shown in Fig. 7. 
As illustrated in Fig. 8, for the second loading case (loading at all stories), the optimal window size is also increasing with increasing 

noise levels. The only difference is that the range of window size is wider than the first loading case, i.e., when the noise level is low the 
optimal window size is smaller, and when the noise level is high the optimal window size is larger. 

5. Damage detection with optimally selected sensors 

5.1. Loading case 1: Loading at the roof level 

For this loading case, with acceleration response from different floors as the prediction target, the CIFs under various noise levels 
are illustrated in Fig. 9. The black squares represent the positions of pruned channels. The red frames represent the floors whose 
acceleration response is considered as the prediction target. The CRR (channel reduction ratio) is defined as the ratio of pruned 
channels to all candidate channels. As can be observed, the CRRs are around 60 % for most of the cases, indicating that the number of 
channels is largely reduced. The last column in Fig. 9 represents the optimal sensor positions calculated by EFI. It can be revealed that 
the EFI endeavors to capture response from every dynamic degree-of-freedoms, leading to a CRR of 25 %. The proposed method, 
however, exploits the correlation between the degree-of-freedoms, leading to higher CRRs compared to EFI. 

In Fig. 9, the number of pruned channels is decreasing with increasing noise levels, indicating that more sensors are automatically 
selected by the algorithm to handle the information loss caused by higher noise levels. For the cases where acceleration response from 
the first, second and third floors is considered as the prediction target, the selected sensors are mostly located at the fourth floor where 
the excitation is provided. This indicates that the algorithm can intelligently select the channels that contain original information, 
instead of channels located at other floors whose data is merely a result of the excitation and therefore is redundant. However, for the 
case where acceleration response from the fourth floor is considered as the prediction target, selected sensors are mostly located at the 
third floor, revealing that the geometric information obtained from the adjacent floor is considered more important by the algorithm 
than the historical information from the predicted fourth floor. 

Table 3 
Details for the generated data fragments.  

Type Undamaged Damaged          

DP1 DP2 DP3 DP4 DP5 DP6   
Usage Training Validation Testing Testing Testing Testing Testing Testing Testing 
Duration 3600 s × 20 Hz          

Fig. 7. Optimal window size for the first loading case (load at roof) (PT: prediction target; NL: noise level; WS: window size).  
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Fig. 8. Optimal window size for the second loading case (load at all stories) (PT: prediction target; NL: noise level; WS: window size).  

Fig. 9. Channel importance factors (CIFs) calculated with different floor response as the prediction target under excitation at roof. (CRR: channel 
reduction ratio). 
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The MADs and MFADs calculated for the first loading case are presented in Tables 4-7. For comparison, the damage patterns are 
sorted in an ascending order according to the damage severity. As can be seen, for each noise level, the value of MAD is positively 
related to the damage severity, indicating that the algorithm can accurately identify the damage level. For each damage pattern, the 
value of MAD is inversely related to the noise level, indicating that the damage level is under-estimated since part of the information is 
distorted by the noise. The value of MFAD/MAD is far less than 1 indicating that the algorithm can accurately identify the damage 
existence without triggering false alarms. However, when acceleration response from lower floors is considered as the prediction 
target, the maximum value of MFAD/MAD is increasing and the mean value of MAD is decreasing, revealing that to improve algorithm 
performance the response with higher SNRs is preferred for the prediction target. So that the channel with lower SNRs can be auto-
matically pruned during training. 

5.2. Loading case 2: Loading at all stories 

For the second loading case, with acceleration response from different floors as the prediction target, the CIFs under various noise 
levels are illustrated in Fig. 10. As can be observed, the number of selected channels is also increasing with the increasing noise level. 
But most of the CRR here is lower compared with the results obtained from the first loading case, indicating that more channels are 
selected by the algorithm to receive information from multiple excitation sources. By comparing the distribution of pruned channels 
calculated from those two excitation cases, it is also revealed that the optimal channels and sensor locations are related to the loading 
pattern. However, for the EFI method, the optimal sensor positions calculated in this case are still the same as in the loading case 1 in 
spite of the change in excitation forms and noise levels. The CRR calculated by the EFI is still lower than the CRRs calculated by the 
proposed method. 

The MADs and MFADs calculated for the second loading case are presented in Tables 8-11. Similar to the first loading case, the MAD 
is positively related to the damage severity and inversely related to the noise level. As compared with the results obtained from the first 
loading case, the mean values of MAD here decrease more dramatically with the rise of the noise level, and the mean values of MFAD/ 
MAD are higher. This suggests that the noise-resistance capability of the damage detection algorithm is reduced when more excitation 
sources are applied to the structure. Another important observation is that the mean values of MAD are among the lowest when the 
first-floor response is considered as the prediction target, and the value of MFAD/MAD in this case exceeds 1 for DP6 with 20 % noise 
level, which emphasizes again the importance of maintaining high SNRs for channels that considered as the prediction target. 

In general, the CRR, which represents the percentage of the sensors that could be removed, of the proposed method are higher than 
the conventional EFI method, with a highest of 62.5 % for the loading case 1 (Fig. 9) under low noise levels. In the meantime, the 
occurrence and the level of damage can still be well detected with a reduced number of sensors. The code for the simulated benchmark 
testing case 1 is on: https://github.com/tmshisheng/OSP_BenchmarkResults_Case1. The code for the testing case 2 is on: https:// 
github.com/tmshisheng/OSP_BenchmarkResults_Case2. 

5.3. Optimal sensor positions after damage 

The optimal sensor positions calculated by the proposed method and conventional EFI method under pre- and post-damage sce-
narios are investigated in this section. The CIFs for the case 1 and case 2 after damage pattern 1 are presented in Fig. 11 and Fig. 12 
respectively. Compared with the results under undamaged scenarios, the optimal sensor positions under damaged scenarios calculated 
by the proposed method are adaptively changed. This is because that the proposed method is purely data driven. However, the results 
calculated by the conventional model-driven EFI method are still the same as the undamaged scenarios, since no additional dynamic 
degree of freedom is created by the damage pattern 1. 

Table 4 
MAD and MFAD calculated with the 1st floor response as the prediction target.  
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6. Verification using the experimental dataset 

6.1. Experimental dataset from shake table tests 

The experimental dataset is obtained by shake table tests on a three-story reinforced concrete frame (Fig. 12a), which are conducted 
by researchers from the University of California at San Diego, Standford University and the University of Colorado at Boulder [78]. The 

Table 5 
MAD and MFAD calculated with the 2nd floor response as the prediction target.  

Table 6 
MAD and MFAD calculated with the 3rd floor response as the prediction target.  

Table 7 
MAD and MFAD calculated with the 4th floor response as the prediction target.  
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dataset is available on: https://www.designsafe-ci.org/data/browser/public/nees.public/NEES-2007–0422.groups/Experiment-68. 
The test frame was excited by Gilroy earthquake waveform with incremental intensities. Before and after each ground-motion test, 

a white-noise test was conducted to capture the change of modal parameters. The mean percentage change of the first two modal 
frequencies and damping ratios are calculated by the stochastic subspace identification (SSI) and presented in Table 12. It can be seen 
that with the increase of earthquake intensity, mean percentage change of modal frequency and damping ratio are both increasing, 
indicating the accumulation of damage. 

With the results in Table 12 as the ground truth, the performance of proposed NANNAM is tested and verified in this section. Firstly, 
using the recorded acceleration response obtained during the white-noise test before the test frame is damaged, the value of RMSEs 
corresponding to each widow size are calculated by the reduced NANNAM, as shown in Fig. 13. The optimal window size is then 
selected as 126 samples since the trend of RMSE stops decreasing at this point. 

Fig. 10. Channel importance factors (CIFs) calculated with different floor response as the prediction target under excitation at all stories.  

Table 8 
MAD and MFAD calculated with the 1st floor response as the prediction target.  
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6.2. Damage detection with optimally selected sensors 

The acceleration response from the 3rd floor is taken as the prediction target, and the acceleration response from all floors are taken 
as the input. After the NANNAM is trained with the data obtained from the white-noise test on the undamaged test frame, unnecessary 
channels are automatically pruned. The optimal sensor placement for each floor is presented in Fig. 14b through 14d. The CRRs of the 
first and second floors are 81.82 % and 66.67 %, respectively. The overall CRR is 54.84 %, indicating that the number of channels is 

Table 9 
MAD and MFAD calculated with the 2nd floor response as the prediction target.  

Table 10 
MAD and MFAD calculated with the 3rd floor response as the prediction target.  

Table 11 
MAD and MFAD calculated with the 4th floor response as the prediction target.  
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Fig. 11. Channel importance factors (CIFs) for the case 1 after damage pattern 1.  

Fig. 12. Channel importance factors (CIFs) for the case 2 after damage pattern 1.  
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largely reduced. 
After trained with data obtained from the undamaged test frame, the NANNAM is then tested on the data obtained from the test 

frame damaged by ground motions with incremental intensity. As shown in Table 13, the calculated MAD is increasing with increasing 
earthquake intensity, suggesting that the damage level is accurately identified. However, for the case when intensity is 40 % of Gilroy, 
the MAD is underestimated due to the imperfection of real-world data. The value of MFAD/MAD is less than 1 and is decreasing with 

Table 12 
Mean percentage change of the first two modal frequencies and damping ratios after ground motions with incremental intensities.  

Earthquake intensity Longitudinal frequency Longitudinal damping ratio Rotational frequency Rotational damping ratio 

20 % of Gilroy  0.1 %  14.5 %  0.8 %  9.1 % 
40 % of Gilroy  0.8 %  7.0 %  0.4 %  11.2 % 
67 % of Gilroy  5.1 %  46.1 %  2.2 %  18.2 % 
83 % of Gilroy  16.0 %  252.5 %  7.9 %  45.5 % 
91 % of Gilroy  23.8 %  432.3 %  15.2 %  54.5 % 
100 % of Gilroy  43.4 %  510.7 %  17.3 %  45.5 % 
120 % of Gilroy  57.9 %  480.9 %  21.5 %  76.1 %  

Fig. 13. Optimal widow size for the experimental dataset.  

Fig. 14. The testing frame and the optimal sensor placement.  
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Table 13 
MAD and MFAD after excited by ground motions with incremental intensity.  
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increasing level of damage, indicating that the damage occurrence can be accurately identified and the chance of sending false alarms 
is lower for severer damage cases. 

7. Discussion 

With the dataset simulated from the IASC-ASCE benchmark and the experimental dataset obtained from the shake table tests, the 
performance and effectiveness of the proposed method are investigated. It is found that:  

1) During the tests on the benchmark dataset, the proposed method is tested under two excitation forms and seven noise levels. It is 
observed that the optimal sensor positions are automatically adapting to the excitation forms and noise levels as expected. For the 
first loading case when the excitation is applied only at the top floor, at most 62.5 % of the candidate sensor positions are excluded 
and the optimal sensor positions are gathered around the top floor no matter the selection of prediction target. For the second 
loading case when the excitation is applied at all the floors, at most 62.5 % of the candidate sensor positions are excluded and the 
optimal sensor positions are distributed over all the floors.  

2) For all cases, the percentage of removed sensors calculated by the proposed method are all higher than the conventional effective 
independence (EFI) method. Compared with EFI, the results obtained from the proposed method is observed adaptive to excitation 
forms and noise levels. These observations confirmed the advantages of the proposed data-driven method.  

3) During the tests on the benchmark dataset, it is also observed that the optimal sensor positions are automatically adapting to the 
noise levels. With increasing noise levels, the required number of sensors are increasing, which indicates that the algorithm is using 
data from more sensors to counter the information loss caused by the noise.  

4) After the sensor positions are optimized, the results of MAD (mean alarm density), which is used as a damage indicator, for 
benchmark dataset show that the occurrence and level of damage can be successfully identified for each loading case and noise 
level. The results of MFAD (mean false alarm density) show that the damage can be detected without false alarms except for one 
case when the damage level is low, and the noise level is high.  

5) During the tests on the experimental dataset, it is observed that 54.84 % of the candidate sensor positions are excluded. The 
calculated MAD increases with increasing damage level introduced by exciting the test frame with growing input earthquake in-
tensities, indicating that the occurrence and level of damage can be accurately identified using data from optimized sensor posi-
tions. The value of MFAD/MAD remains low for all cases and is reducing with the increase of damage level, indicating that the 
algorithm is more confident about the damage detection results for higher levels of damage. 

8. Conclusions 

Optimization of sensor placement (OSP) is one of the important issues in structural health monitoring (SHM). The conventional 
model-driven methods often identify optimal sensor positions by using mode shapes, which means: 1) these methods are highly 
dependent on the accuracy of modal analysis; 2) the calculated optimal sensor positions are not adaptive to the excitation forms and 
noise levels; 3) the applicability of these model-driven methods to unsupervised data-driven damage detection remains questionable. 
To overcome these issues, a novel data-driven OSP method for unsupervised damage detection in SHM is presented. For this method, a 
novel neural network called NANNAM (noise-assisted neural networks with attention mechanism) along with a two-stage training 
algorithm is proposed to adaptively calculate the optimal sensor locations by utilizing the temporal and spatial correlations within the 
multi-channel acceleration response. 

The noise-assisted approach allows for measuring the relative contribution of data obtained from candidate positions compared to 
the artificial noise. The attention mechanism forces the neural networks to pay attention to the data obtained from important positions, 
which helps to select optimal sensor positions in an unsupervised and data-driven manner. With the dataset simulated from the IASC- 
ASCE benchmark and the experimental dataset obtained from the shake table tests, the effectiveness of the proposed method is 
verified. 
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